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Abstract 
In educational settings, the Rasch Measurement Model is widely used to ensure that 
assessment instruments produce trustworthy and consistent results. This study applied the 
Rasch model to analyse the final examination items of the DBS10042 Engineering Science 
course offered at a Malaysian polytechnic. A total of 240 first-semester engineering students 
participated in the study. The analysis focused on item fit statistics, item difficulty, and point-
measure correlations to determine how well each question aligned with students’ abilities 
and the intended learning outcomes. Results indicated that most items fell within acceptable 
fit ranges, confirming their appropriateness for assessing student performance. However, a 
few items exhibited misfit, suggesting issues such as ambiguity, misalignment with cognitive 
levels, or excessive difficulty. The study also revealed strong person-item correlations for 
most items, supporting their diagnostic value in differentiating student proficiency. Overall, 
the findings highlight the effectiveness of using the Rasch Measurement Model to ensure high 
quality, fair, and reliable assessments in technical and vocational education contexts. 
Keywords: Validity, Reliability, Questions, Examination, Rasch 
 
Introduction 
Assessing learning outcomes is crucial for monitoring students' learning processes, progress, 
achievements, and ongoing improvement. It provides valuable insights into the effectiveness 
of teaching strategies, the depth of student understanding, and the overall quality of the 
educational experience(Abdullah et al., 2012; Hope et al., 2024; Osmin & Zainuddin, 2021). 
Effective evaluation requires accurate evidence that reflects the extent of students' mastery 
of learning outcomes, which can enhance both motivation and achievement. In Malaysia’s 
educational framework, science is a core subject taught at all levels, from primary schools to 
universities (Saleh, 2021; Yusop et al., 2022). Within the Technical and Vocational Education 
and Training (TVET) system, particularly in polytechnics, Engineering Science plays a vital role 
in equipping students with foundational knowledge and essential technical skills (Amin et al., 
2023; Mamat, 2023).This subject is critical for preparing students to address real-world 
engineering challenges. At the polytechnic level, Engineering Science courses are mandatory 
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for first-semester engineering students and cover topics such as physical quantities and 
measurement, linear motion, forces, fluids, and thermodynamics.   
 
Given its significance, it is essential to thoroughly evaluate learning outcomes in Engineering 
Science to assess students' understanding and practical application of key 
concepts(Hernánez-Suarez et al., 2021; Nazry Ali et al., 2022; Ozkan & Topsakal, 2020). Final 
semester exams serve as the primary tool for gauging students' comprehension and 
proficiency. These exams provide valuable insights into learners' strengths and weaknesses, 
guiding both academic improvement and curriculum refinement (Azizah et al., 2022; Khalid 
et al., 2024; Lohgheswary et al., 2019; Lohgheswary, Salmaliza, et al., 2022). 
 
However, the effectiveness of such evaluations depends on the quality of the exam items. 
Well-constructed questions can accurately measure student performance, while poorly 
designed items may obscure true proficiency levels (Lohgheswary, Diana, et al., 2022; Mamat, 
2023; Octaviana et al., 2022). Despite the importance of item analysis, a method used to 
evaluate the performance of individual test items, it is often underutilized. This underuse may 
stem from time constraints, a lack of awareness, or insufficient training among educators 
(Herrmann-Abell et al., 2018; Istiyono et al., 2020; Lohgheswary, Lun, et al., 2022). To address 
this gap, it is important to employ more rigorous analytical techniques to enhance the validity 
and reliability of assessments. One such method is the Rasch Measurement Model. 
Renowned for its ability to analyze test data at a granular level, the Rasch Model evaluates 
item difficulty, discrimination, and fit, offering detailed diagnostic information (Lohgheswary 
et al., 2019; Lohgheswary, Lun, et al., 2022; Neumann et al., 2011). Unlike traditional item 
analysis, the Rasch Model provides insights into both individual item performance and overall 
test scale reliability, thus yielding a more accurate representation of students' abilities and 
learning outcomes.  This study applies the Rasch Measurement Model to examine the 
suitability of DBS10042 Engineering Science exam items. Its primary objective is to determine 
whether these test items meet established standards for validity and reliability, ensuring they 
effectively measure students’ mastery of course content. 
 
Literature Review 
The quality of examination items plays a critical role in ensuring that assessments accurately 
measure student competencies and support effective instructional decision-making. Prior 
findings showed that well-designed test items not only assess comprehension but also offer 
diagnostic information for improving instruction (Azizah et al., 2022; Octaviana et al., 2022). 
One widely accepted method for evaluating test item quality is item analysis, which assesses 
reliability, validity, and the overall performance of individual questions. Traditional 
approaches to item analysis, such as those based on Classical Test Theory (CTT), are widely 
used to evaluate test reliability and validity (Neumann et al., 2011; Stemler & Naples, 2021; 
Yulisharyasti et al., 2023). However, CTT is limited by its dependence on sample-specific data 
and its inability to distinguish between item characteristics and student ability. To overcome 
these limitations, researchers have increasingly adopted the Rasch Measurement Model 
(RMM), a probabilistic model under the framework of Item Response Theory (IRT). Rasch 
analysis enables invariant measurement by independently estimating item difficulty and 
person ability, thereby offering more precise and generalizable insights into assessment 
quality (Stemler & Naples, 2021; Wicaksono & Korom, 2023; Yulisharyasti et al., 2023). 
Throughout Technical and Vocational Education and Training (TVET), the Rasch model has 
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demonstrated its effectiveness in identifying misfitting items, refining assessments, and 
aligning test content with learning objectives. Despite its advantages, the application of Rasch 
analysis at the polytechnic level remains limited, particularly for high-stakes assessments such 
as final examinations. Foundational engineering courses like DBS10042, offered in Malaysian 
polytechnics, have not been extensively studied using this method. This gap presents an 
opportunity to strengthen assessment practices in TVET institutions. Therefore, this study 
employs the Rasch Measurement Model to analyse the final examination items of the 
DBS10042 Engineering Science course, with the aim of evaluating their validity, reliability, and 
alignment with student learning outcomes. 
 
Methodology 
A quantitative research method was employed in this study to analyse student performance 
through final examination outcomes in the DBS10042 Engineering Science course. The 
sampling method used was census sampling, whereby the entire population of students 
enrolled in the course during the 2024/2025 academic semester was included. A total of 240 
first-semester engineering students participated in the study, comprising 10 students from 
Chemical Engineering, 3 from Electronic and Electrical Engineering, 15 from Mechanical 
Engineering, and 6 from Civil Engineering. Throughout the semester, students received 14 
weeks of instruction and completed multiple course components contributing to their final 
grade. These components included a test (15%), practical work (20%), a mini project (25%), 
and a final examination (40%). The final course grade was derived from the weighted 
aggregate of these components. The research instrument used to assess student performance 
was the final examination, structured according to Bloom’s Taxonomy, specifically targeting 
the cognitive domains of Remember, Understand, and Apply (Heryani et al., 2021; 
Lohgheswary, Diana, et al., 2022). The examination comprised four structured subjective 
questions, each consisting of multiple parts, resulting in a total of 24 items. The exam carried 
a total of 100 marks and had a duration of two hours. For data organization and analysis, 
student examination scores were entered into Microsoft Excel and subsequently analysed 
using the Winstep software, which supports the application of the Rasch Measurement 
Model. This model was utilized to evaluate the quality of individual test items in terms of 
difficulty, fit statistics, and alignment with expected cognitive levels. 
 
Findings and Discussion 
In the current study, the fit statistics (Infit MNSQ and Outfit MNSQ) and Person-Measure 
Correlation (PT-MEASURE CORR.) for each item were analysed to assess the validity and 
reliability of the data obtained from 240 participants. Table 1 presents a summary of these 
metrics for each item. 
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Table 1 
Summary of Metrics 

ITEM INFIT 
MNSQ 

INFIT 
ZSTD 

OUTFIT 
MNSQ 

OUTFIT 
ZSTD 

PT-MEASURE 
CORR. 

OBS% EXP% 

3aii 2.26 8.5 1.98 5.4 .47 47.1 48.5 

3bii 2.07 9.9 1.91 8.5 .67 3.8 21.2 

4c 2.06 9.7 1.90 8.1 .64 9.2 20.4 

3cii 1.81 6.2 1.32 2.0 .44 37.1 40.7 

4aii 1.66 5.7 1.48 3.6 .54 37.1 35.7 

1cii 1.53 5.4 1.53 5.3 .66 16.7 29.5 

2aii 1.36 3.6 1.36 3.3 .54 20.0 31.0 

2bii 1.33 3.3 1.16 1.5 .69 25.4 29.4 

3ci 1.18 1.9 1.30 2.9 .59 21.7 30.5 

1aii 1.16 1.7 1.29 2.6 .46 21.3 30.5 

2cii 1.26 2.7 1.21 2.1 .62 24.6 31.0 

2bi .95 -0.5 1.02 0.3 .51 34.2 30.5 

1biii .92 -1.0 .95 -0.6 .47 33.3 30.6 

4ai .54 -6.0 .92 -0.6 .39 48.3 33.7 

1bii .63 -4.7 .74 -2.9 .50 39.2 30.7 

4bii .71 -3.6 .74 -2.8 .57 39.2 30.5 

4biii .71 -3.6 .74 -2.8 .57 39.2 30.5 

2ai .46 -7.6 .72 -3.0 .44 42.1 30.6 

1bi .66 -4.3 .71 -3.2 .52 37.5 30.6 

1ai .36 -9.7 .68 -3.3 .50 52.1 31.2 

3ai .43 -7.8 .66 -3.1 .57 57.1 34.1 

4bi .66 -4.5 .65 -4.3 .68 41.3 31.1 

3bi .48 -7.2 .63 -4.3 .64 50.4 30.7 

4bii .60 -5.5 .62 -5.1 .66 43.8 29.3 

1ci .49 -7.0 .57 -5.2 .58 49.6 30.9 

2ci .45 -7.9 .53 -6.0 .62 47.9 30.4 

 
The fit statistics for each item, specifically the Infit and Outfit Mean Square (MNSQ) values, 
were analysed to assess how well each item conformed to the expectations of the Rasch 
measurement model. Infit MNSQ values in this study ranged from 0.36 to 2.26, while Outfit 
MNSQ values ranged from 0.53 to 1.98. According to established Rasch guidelines, MNSQ 
values between 0.5 and 1.5 are considered acceptable for productive measurement(Azizah et 
al., 2022; Rahim & Haryanto, 2021). Items falling outside this range may indicate misfit either 
due to unpredictability (values above 1.5) or redundancy (values below 0.5). In this dataset, 
several items exceeded the upper threshold, suggesting underfit. Notably, Item 3aii (Infit 
MNSQ = 2.26; Outfit MNSQ = 1.98) and Item 3bii (Infit MNSQ = 2.07) displayed the most 
significant misfit, implying that student responses to these items were more erratic than the 
model predicted. These items may have been poorly worded, conceptually complex, or 
misaligned with students’ skill levels. Conversely, several items demonstrated strong fit. Item 
2bi (Infit MNSQ = 0.95; Outfit MNSQ = 1.02) and Item 1biii (Infit MNSQ = 0.92; Outfit MNSQ = 
0.95) were well within the acceptable range, suggesting these items performed predictably 
and appropriately targeted student ability levels. Items with low MNSQ values, such as Item 
1ai (Infit MNSQ = 0.36; Outfit MNSQ = 0.68), may be too easy or redundant, contributing less 
new information to the measurement of ability. Overall, the distribution of MNSQ values 
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indicates that while many items functioned well, a few require revision to improve fit and 
diagnostic usefulness. 
 
The Point-Measure Correlation (PT-MEASURE CORR.) values ranged from 0.39 to 0.69, 
reflecting moderate to strong positive correlations between individual item responses and 
the overall student ability estimate. This indicates that most items positively contributed to 
differentiating students across ability levels. The highest correlations were observed for Item 
2bii (0.69), Item 4bi (0.68), and Item 4bii (0.66), suggesting these items closely aligned with 
the latent trait being measured and effectively distinguished between more and less 
proficient students. On the lower end, Item 4ai (0.39) and Item 3cii (0.44) had weaker 
correlations, which may indicate lower item quality or reduced alignment with the intended 
construct. These items should be further reviewed for clarity, content relevance, or alignment 
with learning outcomes. The Observed (OBS%) and Expected (EXP%) match percentages 
represent how closely actual student responses matched model predictions. Ideally, observed 
and expected values should be relatively close, indicating that the item functioned 
consistently with Rasch model expectations. For most items, the observed match percentages 
were generally consistent with expected values. For example, Item 3aii had an OBS% of 47.1% 
and an EXP% of 48.5%, suggesting good alignment. However, some items demonstrated large 
deviations. Item 3ai had an observed match of 57.1% versus an expected 34.1%, and Item 1ai 
showed 52.1% observed versus 31.2% expected.  
 
Such large gaps may suggest that these items were unusually easy, overly familiar, or possibly 
misinterpreted in ways that led to more uniform correct responses than predicted. These 
discrepancies do not automatically indicate poor item quality but highlight the need for 
careful examination of how item difficulty and clarity may affect response patterns. Items 
with high observed percentages but lower expected values might benefit from rewording or 
cognitive level recalibration to better reflect a balanced assessment profile (Herrmann-Abell 
et al., 2018; Octaviana et al., 2022). Based on these findings, the application of the Rasch 
Measurement Model in this study provided important insights into the quality and 
functionality of the DBS10042 Engineering Science examination items. The findings indicated 
that most items fell within the acceptable Infit and Outfit Mean Square (MNSQ) range of 0.5 
to 1.5, which is widely regarded as optimal for ensuring productive measurement. 
 
This suggests that most of the items were well-targeted and functioned as intended in 
assessing students’ understanding of course content. However, several items such as 3aii, 
3bii, and 4c displayed significant misfit, with Infit MNSQ values exceeding 2.0. These results 
align with prior findings that reported misfitting items could compromise the measurement 
accuracy by introducing noise or failing to align with students’ ability levels. These misfits may 
be attributable to ambiguous wording, misalignment with Bloom’s cognitive domains, or 
content that was either too complex or not covered adequately in instruction. In contrast, 
well-performing items like 2bi, 1biii, and 2bii demonstrated MNSQ values within the ideal 
range and high Point-Measure Correlations (up to 0.69), indicating strong alignment with 
students’ latent traits. These findings are consistent with prior findings that emphasized the 
importance of well-calibrated items in improving test reliability and providing accurate 
diagnostic information for both educators and learners (Azizah et al., 2022; Nazry Ali et al., 
2022). The analysis of Point-Measure Correlations (PT-MEASURE CORR.) also supports the 
overall quality of the assessment. The majority of items had correlations above 0.50, 
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indicating moderate to strong relationships between item performance and student ability. 
This mirrors previous studies that demonstrated that items with strong person-measure 
correlations contribute more meaningfully to evaluating learning outcomes and guiding 
instructional refinement (Boone, 2016; Hope et al., 2024; Rustam et al., 2017).  
 
Furthermore, discrepancies between observed and expected match percentages were 
notable in a few items, such as 1ai and 3ai, where observed matches were significantly higher 
than expected. These results may suggest that some items were too easy or led to patterned 
responses, potentially reducing their discriminative power. Previous studies also highlighted 
similar issues, noting that substantial gaps between observed and expected scores can point 
to content familiarity or surface-level memorization rather than deep understanding (Azizah 
et al., 2022; Hadi & Lestari, 2024; Yulisharyasti et al., 2023). Moreover, this study affirms the 
pedagogical value of incorporating Bloom’s Taxonomy into item design. As noted by previous 
findings, aligning questions to different cognitive levels helps ensure a comprehensive 
evaluation of students' abilities from recall and understanding to application. However, the 
misfit of some items also implies a potential mismatch between the intended and actual 
cognitive level, suggesting the need for more rigorous item validation during test 
construction. The Rasch Model, as supported by previous educational research, proves to be 
an effective tool for enhancing the validity, reliability, and instructional alignment of high-
stakes assessments in technical and vocational education settings. 
 
Conclusion 
This study utilized Rasch analysis to assess the effectiveness and appropriateness of the final 
examination items in the DBS10042 Engineering Science course at the polytechnic level. The 
analysis revealed that while most of the exam items demonstrated acceptable fit within Rasch 
parameters, a number of items such as 3aii, 3bii, and 4cexhibited significant misfit. These 
results suggest that some items may have been overly difficult, ambiguous, or misaligned with 
the measured construct, thereby compromising their validity. The person-measure 
correlations for most items were moderate to strong, indicating that the items generally 
contributed meaningfully to differentiating between students of varying ability levels. 
Additionally, the comparison of observed and expected match percentages identified several 
items with large discrepancies, suggesting a need for further review and potential revision of 
those questions. Overall, the findings underscore the value of using Rasch analysis in 
educational assessment to enhance test validity and reliability. This model provides detailed 
diagnostic information that can inform item revision and support the development of fairer, 
more effective assessments. 
 
Contribution of Knowledge 
This study significantly contributes to the expanding body of literature on psychometric 
evaluation and quality assurance in educational assessment, particularly in the realm of 
Technical and Vocational Education and Training (TVET). Theoretically, it extends the 
application of the Rasch Measurement Model by illustrating its effectiveness in evaluating the 
construct validity, reliability, and diagnostic strength of high-stakes examination items in 
foundational engineering science courses. The analysis provides empirical evidence 
supporting the model's capacity to detect item misfit, assess alignment with cognitive 
domains, and enhance the interpretative power of test scores (Lohgheswary, Lun, et al., 2022; 
Zafrullah et al., 2023).  Contextually, this research addresses a notable gap within the 
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Malaysian polytechnic environment, where formal item-level validation of assessment 
instruments tends to be underutilized. By concentrating on the DBS10042 Engineering 
Science course, the study offers a practical framework for refining the design and evaluation 
of assessments in STEM-related TVET programs (Amin et al., 2023; Azmi & Salleh, 2021). The 
findings are particularly relevant for educators, assessment designers, and policymakers 
aiming to improve the fairness, transparency, and instructional alignment of learning 
evaluations. Moreover, this research aligns with Malaysia's broader educational 
transformation agenda by advocating for evidence-based assessment practices that can be 
implemented across similar courses and institutions within the polytechnic system. 
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