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Abstract 
Artificial Intelligence (AI) is rapidly transforming the educational landscape, with profound 
implications for science education. However, the successful integration of AI-based tools 
depends on science teachers’ acceptance and their ability to effectively incorporate these 
technologies into their instructional practices. This systematic review examines the 
acceptance of AI in science education by analyzing the factors influencing science teachers' 
intention to use AI-based tools and the challenges associated with AI adoption. Following 
PRISMA guidelines, this review includes 12 empirical studies published between 2021 and 
2025. The results indicate that teachers’ intention to use AI is primarily influenced by the 
Technology Acceptance Model (TAM), which is rooted in the Theory of Reasoned Action (TRA) 
and its extension, the Theory of Planned Behavior (TPB). Some studies also incorporate other 
models, such as TPACK and path analysis frameworks. Key influencing factors include 
technological perceptions, psychological attributes, social influences, and pedagogical 
considerations. The review further highlights challenges that impede AI integration, including 
inadequate training and professional development (PD), technological and infrastructural 
limitations, pedagogical concerns, and ethical considerations. The findings of this review 
provide valuable insights for educators, policymakers, and researchers aiming to promote 
effective and equitable AI adoption in science education. 
Keywords: Artificial Intelligence (AI), Science Teachers, Technology Acceptance Model (TAM), 
Influencing Factors, Challenges 
 
Introduction  
The rapid advancement of the Fourth Industrial Revolution (Industry 4.0) has significantly 
transformed education through the integration of emerging technologies such as artificial 
intelligence (AI), automation, big data analytics, the Internet of Things (IoT), machine learning, 
robotic, and smart systems (Adib Rashid & MD Ashfakul Karim Kausik, 2024). These 
innovations have reshaped the educational landscape by enabling intelligent automation, 
real-time data-driven decision-making, and adaptive learning systems, fundamentally altering 
how education is delivered and experienced. As digital transformation accelerates, learning 
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now extends beyond traditional classrooms into technology-supported environments that 
seamlessly blend physical and virtual spaces (Mhlongo et al., 2023). The growing synergy 
between technology-enhanced learning and conventional teaching highlights the need for 
educators to adopt digital tools that enhance engagement and support diverse learning 
needs.  
 
 Among these technological advancements, AI has emerged as a particularly 
transformative force, revolutionizing various aspects of education, including science 
education. As AI has evolved from rule-based expert systems to sophisticated machine 
learning and deep learning models, it can analyze vast amounts of data, recognize patterns, 
and make decisions with minimal human intervention (Xu et al., 2021). These capabilities have 
led to AI-powered tools that enhance teaching and learning through intelligent content 
creation, automated administrative tasks, and personalized learning experiences (Leh, 2022). 
In science education, AI plays a crucial role in enabling interactive simulations, virtual 
laboratories, real-time scientific data analysis, and intelligent tutoring systems (ITS), making 
complex concepts more accessible to students. Furthermore, AI-driven platforms such as 
adaptive learning environments, virtual tutors, and intelligent assessment tools optimize 
pedagogical approaches by making science education more efficient, engaging, and student-
centered. 
 
 The need for AI integration in education became even more evident during the COVID-
19 pandemic, which disrupted traditional face-to-face learning and accelerated the adoption 
of digital technologies in education (Chua & Valencia, 2020; Ng et al., 2023; Pantelimon et al., 
2021). With educational institutions forced to transition to online and hybrid learning models, 
AI-driven technologies such as adaptive learning platforms, virtual reality classrooms and AI-
based assessment systems that provide real-time feedback played a crucial role in 
maintaining continuity in education (Charllo, 2021). The pandemic highlighted the limitations 
of conventional teaching approaches and demonstrated the potential of AI to provide 
personalized learning experiences, address diverse student needs, and improve efficiency and 
accessibility in education (Singh et al., 2024). As a result, the post-pandemic education 
landscape is now more reliant on digital transformation, underscoring the importance of 
equipping teachers, especially science educator with the necessary skills and knowledge to 
effectively integrate AI into their teaching practices. 
 
 Moreover, the evolution of AI and automation has profound implications for the 
future workforce. Many traditional jobs are becoming obsolete due to AI-driven automation, 
while new career opportunities for high-skilled workers, particularly in healthcare and STEM-
related fields are expected to rise (McKinsey Global Institute, 2017). As AI continues to 
reshape industries, education must adapt by integrating AI-powered tools to equip students 
with the necessary skills for these evolving career paths. According to the World Economic 
Forum's Future of Jobs Report (2020), approximately 85 million jobs could be displaced by 
2025 due to automation and AI. However, around 97 million new jobs requiring advanced 
digital skills and AI proficiency are expected to be created, highlighting the urgency for 
individuals to reskill and upskill to remain competitive in the job market.  
 
 This shift is particularly crucial for Generation Z, a generation that has grown up in a 
technology-driven environment and exhibits distinct characteristics in learning and the 
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workplace (Pichler, 2021). Unlike previous generations, Generation Z learners are more 
accustomed to using new technologies and have higher expectations for its integration into 
education (Chan & Lee, 2023). As such, traditional teaching methods may no longer be 
sufficient to meet the needs of these tech-savvy learners. To prepare students for the 
demands of the AI-driven workforce, educators must embrace AI as an essential component 
of modern education. Science teachers, in particular, play a pivotal role in leveraging AI to 
enhance scientific inquiry, foster problem-solving skills and create engaging STEM-based 
learning experiences. Their acceptance of AI is therefore critical to ensuring the successful 
integration of AI-powered tools in science classrooms. 
 
 However, teachers’ willingness to adopt AI in their teaching practices depends on 
several factors, including their anxiety (AN), self-efficacy (SE), attitudes towards AI (ATU), 
perceived ease of use (PEOU) and perceived usefulness (PU) of AI (Wang, Liu & Tu, 2021). 
Research on the Technology Acceptance Model (TAM) suggests that these factors significantly 
influence educators' intentions to use AI-based technologies in teaching. Despite the growing 
awareness of AI’s potential in education, many teachers remain hesitant due to concerns 
about job displacement (Gocen & Aydemir, 2021), lack of technical expertise (Kohnke, 
Moorhouse & Zou, 2023), and ethical considerations (Akgun & Greenhow, 2022; Wah & 
Paridah Daud, 2025). Professional development (PD) programs and targeted AI training 
initiatives are therefore necessary to equip educators with the skills and confidence needed 
to effectively implement AI in teaching and learning (Ayanwale et al., 2022). 
 
 Given these developments, this systematic literature review aims to examine the 
acceptance of AI in science education, with a specific focus on factors influencing science 
teachers' intention to use AI-based tools in their teaching practices. By analyzing existing 
research, this study seeks to identify key determinants that facilitate or hinder AI adoption in 
science education, providing valuable insights for policymakers, educators, and researchers 
in shaping AI-integrated teaching practices. As AI continues to redefine the future of 
education, understanding the factors influencing teachers’ acceptance of AI is critical for 
fostering a technology-driven and future-ready learning environment. 
 
Literature Review 
AI in Science Education  
The evolution of education has witnessed significant transformations, from traditional rote 
learning to modern, technology-enhanced pedagogies. In the twenty-first century, AI has 
emerged as a powerful tool in education, reshaping teaching methodologies and student 
learning experiences. According to Huang & Qiao (2022), AI in education (AIEd) primarily 
serves two purposes: (1) enhancing teaching and learning by improving teaching effectiveness 
and instructional approaches; and (2) teaching students about AI, equipping them with 
fundamental AI knowledge and skills to interact with AI-driven systems. However, in the 
context of this study, the primary focus is on the first aspect—the use of AI as an instructional 
tool in science classrooms and its acceptance among science teachers. 
 
 In science education, AI applications have been increasingly integrated to enhance 
instructional delivery, foster scientific inquiry, improve student engagement, and boost 
academic performance. First, AI enhances science instruction by providing intelligent tutoring 
systems (ITS), adaptive learning platforms, and AI-powered content recommendation 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN PROGRESSIVE EDUCATION AND DEVELOPMENT  
Vol. 1 4 , No. 3, 2025, E-ISSN: 2226-6348 © 2025 

1475 

systems to facilitate personalized learning experiences. For instance, AI-driven platforms such 
as Squirrel AI and Century Tech offer real-time feedback and scaffolded learning experiences, 
ensuring that students receive appropriate support at every stage of their science learning 
process. These platforms analyze students’ learning behaviors, strengths, and weaknesses, 
enabling teachers to adjust instructional materials and provide tailored support based on 
individual needs (Eyikorogha & Chigozie, 2024; Olafare, 2024; Villegas-Ch, Arias-Navarrete, & 
Palacios-Pacheco, 2020). Research by Agbo et al. (2021) further indicates that AI-powered 
learning platforms help bridge knowledge gaps among students with diverse learning abilities 
by providing customized resources and support. Consequently, AI-driven instruction enables 
teachers to move beyond the traditional one-size-fits-all model, fostering a more 
personalized and adaptive learning environment that accommodates diverse student needs 
and enhances overall learning outcomes. 
 
 Beyond instructional delivery, AI fosters scientific inquiry by equipping students with 
tools that enable data-driven experimentation, hypothesis testing, and real-time data 
analysis. AI-powered virtual labs and simulations allow students to conduct interactive 
experiments in a risk-free environment (Groenewald et al., 2024; Kumar et al., 2021; 
Srinivasan et al., 2022). This approach addresses common challenges such as limited 
laboratory resources, safety concerns, and accessibility constraints (Mohamed Edali et al., 
2024). Platforms like Labster and PhET simulations allow students to conduct experiments, 
learn lab techniques, and understand complex scientific concepts without the constraints of 
a physical lab, enhancing inquiry-based learning through interactive digital experiences 
(Akamu et al. 2024; Diab et al., 2024; Salame & Samson, 2019). Additionally, tools like Google 
Teachable Machine (GTM) support scientific inquiry by enabling students to train machine 
learning models without prior coding experience, helping them to explore AI-driven data 
classification and pattern recognition in scientific investigations (Herdliska & Zhai, 2023). 
These AI applications facilitate modern scientific exploration by integrating advanced 
technologies into the learning process. Research indicates that AI-supported scientific inquiry 
strengthens problem-solving, critical thinking, and laboratory skills, ultimately deepening 
students’ understanding of scientific concepts (Ramadahan & Irwanto, 2018). 
 
 Moreover, AI significantly enhances student engagement by creating immersive and 
interactive learning experiences. Okunade (2024) highlights that AI integration in science 
education enables interactive simulations, virtual experiments, and immediate feedback, 
allowing students to engage actively in the learning process. For example, AI-driven 
augmented reality (AR) and virtual reality (VR) applications, such as Google Expeditions and 
Merge Cube, facilitate the creation of simulated learning environments that enhance student 
presence and support inquiry-based learning beyond physical constraints (Cowin, 2020). 
These technologies integrate immersive simulations, virtual laboratories, and interactive 
visualizations, enabling students to explore complex scientific concepts in a dynamic and 
experiential manner (Haleem et al., 2022). This not only deepens students' understanding of 
scientific topics, but also fosters curiosity and enthusiasm for learning. Additionally, Ayeni 
(2024) emphasizes that AI-driven gamification enhances student engagement by providing 
adaptive challenges and tailored feedback across various science subjects. However, 
Strmečki, Bernik, and Radošević (2015) caution that a gamified learning environment must be 
carefully designed with clear instructions and well-integrated gaming elements to ensure 
students remain focused on learning objectives rather than becoming distracted. 
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 Lastly, AI contributes to academic performance improvements by enabling adaptive 
learning pathways and early intervention strategies. By providing real-time feedback and 
deep insights into students’ strengths and weaknesses, AI helps instructors make data-driven 
decisions and develop personalized interventions tailored to individual learning needs 
(Kamalov, Calonge, & Gurrib, 2023). Supporting this, López-Zambrano, Torralbo and Romero 
(2021) highlight that AI leverages educational data mining and learning analytics to identify 
learner characteristics, predict academic outcomes, and assist educators in providing 
targeted support to at-risk students, ultimately reducing the likelihood of academic failure. 
This adaptive capability allows students to receive immediate feedback and customized 
learning pathways, ensuring that misconceptions or gaps in their understanding of scientific 
concepts are promptly addressed (Mavroudi, Giannakos & Krogstie, 2018). Consequently, 
several studies have demonstrated that the integration of AI in science education significantly 
enhances students' academic performance. 
 
 For instance, Zhang and Leong (2024) reported that students in experimental groups 
showed notable improvements across all subjects, particularly in mathematics and science, 
which require logical reasoning and analytical thinking. Similarly, Heeg and Avraamidou 
(2023) found that AI applications integrated into science curricula positively impacted 
students’ learning achievements, ensuring that they successfully met curriculum objectives. 
In addition, Topal et al. (2021) emphasized that AI-powered chatbots enhance science 
instruction by improving student learning outcomes and engagement. Supporting these 
findings, Almasri (2024), in a systematic review of empirical research on AI in science 
education, concluded that AI tools have consistently demonstrated a positive impact on 
students' academic performance. Overall, the integration of AI in science education 
transforms traditional teaching methodologies, enhances student engagement, and supports 
academic achievement. The growing adoption of AI-driven technologies in science classrooms 
signifies a shift towards more adaptive, interactive and data-informed pedagogical 
approaches, paving the way for a more effective and personalized learning experience. 
 
Theoretical Frameworks for AI Acceptance in Science Education 
The Technology Acceptance Model (TAM), introduced by Davis (1989), is grounded in the 
Theory of Reasoned Action (TRA) proposed by Fishbein and Ajzen (1975) and its successor, 
the Theory of Planned Behavior (TPB; Ajzen, 1985). These theories suggest that beliefs 
influence attitudes, which shape intentions and ultimately drive behavior. TAM builds on this 
theory to explain how individuals accept and use technology in various contexts, including 
education. Over the years, researchers have extended the model by incorporating additional 
variables to address its limitations and improve its applicability in different settings. These 
extensions include TAM2 (Venkatesh & Davis, 2000), the Unified Theory of Acceptance and 
Use of Technology (UTAUT; Venkatesh et al., 2003), and TAM3 (Venkatesh & Bala, 2008). 
Despite the evolution of TAM, its core premise remains consistent: users’ intention to adopt 
technology is primarily influenced by PU, PEOU and ATU (Davis, 1989; Granić & Marangunić, 
2019). PU refers to the extent to which a user believes that a technology enhances their job 
performance, while PEOU represents the degree to which a user perceives the technology as 
effortless to use. These variables shape a user’s attitude toward the technology, ultimately 
determining their behavioral intention to use it. 
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 In science education, TAM has been widely used to study teachers' acceptance of 
various digital tools, including AI (Al Darayseh, 2023; Alshorman, 2024), mobile applications 
(Ateş & Garzón, 2022), and augmented reality (Ateş & Gündüzalp, 2025). To provide deeper 
insights into AI adoption, researchers have extended TAM by incorporating psychological and 
contextual factors. For instance, Schiavo, Businaro, and Zancanaro (2024) integrated AI 
literacy and AI anxiety into TAM, revealing that AI literacy enhances PEOU and PU, thereby 
fostering AI acceptance. However, AI anxiety exerts a minor negative effect, partially 
mediating the relationship between literacy and acceptance. Similarly, Tekin (2024) identified 
SE and AI anxiety as key factors influencing teachers’ behavioral intention to use AI, with PU 
and PEOU emerging as the strongest predictors. Zhang et al. (2023) further examined gender 
differences in AI adoption, revealing that gender moderates the relationship between AI 
anxiety and PEOU, emphasizing the need to consider diverse user experiences in AI 
implementation. 
 
 Expanding on this, Kong, Yang and Hou (2024) examined Generative AI adoption 
among primary and secondary school teachers in Hong Kong using an extended TAM 
framework incorporating SE and subjective norm. A survey of 367 teachers revealed that SE, 
PU, and attitude were critical in shaping behavioral intention, while subjective norm also 
played a significant role. The study emphasized the need for teacher training programs to 
enhance AI-related skills and pedagogical knowledge, alongside policy support to foster AI 
adoption in education. Complementarily, Hazzan-Bishara, Kol, and Levy (2025) examined 
teachers' adoption of Generative AI by incorporating both external (AI exposure, information 
credibility, institutional support) and internal factors (intrinsic motivation, SE). Their study 
found that credible AI exposure enhances PU, ultimately influencing adoption intention, while 
institutional support directly and indirectly fosters motivation and SE. These findings highlight 
the need for educational policymakers to prioritize infrastructure, technical support, and PD, 
such as Generative AI training programs to drive effective AI integration in schools. 
 
Challenges of AI integration in Education 
Despite its transformative potential, the integration of AI in education presents several 
challenges that hinder its widespread adoption. One of the primary concerns surrounding AI 
integration among teachers is ethical considerations related to data privacy, algorithmic bias, 
and job displacement. AI-powered educational platforms collect vast amounts of teacher and 
student data, raising concerns about data security, surveillance, and potential misuse of 
personal information. For example, Abd-Alrazaq et al. (2023) found that large language 
models (LLMs) like GPT-4 may inadvertently disclose student and teacher personal 
information, including names, email addresses, phone numbers, prompts, uploaded images, 
and generated images. OpenAI may then use this data for service enhancement, research 
activities, fraud prevention, and legal compliance, potentially sharing it with third parties 
without explicit user consent. Additionally, AI systems can monitor and analyze students’ 
thoughts and ideas, raising concerns about surveillance mechanisms that may infringe upon 
student privacy (Zhai, Wibowo & Li, 2024). These risks underscore the urgent need for robust 
data protection measures in education. 
 
 Moreover, biases inherent in training data can perpetuate stereotypes in educational 
content (Ng, Chan & Lo, 2025), reinforcing inequalities and discrimination against 
marginalized groups (Ferrara, 2023). To mitigate this, educators and students must develop 
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AI literacy skills (Chiu, 2023), enabling them to critically assess AI-generated content and 
foster more inclusive learning environment. Furthermore, there is also growing apprehension 
among educators about AI replacing traditional teaching roles (Nikitina & Ishchenko, 2024). 
This raises concerns about job displacement and diminished autonomy, as AI’s increasing 
presence in education threatens teachers' leadership. Research by Ghamrawi, Shal & 
Ghamrawi (2023) suggests that educators risk becoming mere implementers of algorithm-
driven instruction, limiting their ability to exercise leadership and make pedagogical decisions. 
This perceived loss of control reduces their capacity to tailor lessons to students' needs. 
Consequently, it fosters tension and reluctance to embrace new technology in the classroom 
(Chan & Tsi, 2023). 
 
 Apart from ethical considerations, many educators lack the necessary skills and 
confidence to integrate AI effectively into their teaching practices (Su, Ng & Chu, 2023). A 
report by Education Week revealed that 45% of teachers feel uncomfortable with integrating 
AI technologies they have encountered or expect to use in the near future (Langreo, 2023). 
This discomfort largely stems from a lack of AI literacy and insufficient pedagogical knowledge 
for the effective implementation of AI in teaching (Kim & Kwon, 2023; Luckin & Cukurova, 
2019). Moreover, the availability of PD opportunities in AI remains limited and inconsistent 
across educational institutions (Arvin et al., 2023; Tan, Cheng, & Ling, 2025), further hindering 
its widespread implementation. Without adequate training, educators may struggle to utilize 
AI tools optimally, limiting their potential to enhance teaching and learning. Therefore, 
Bekdemir (2024) and Kandlhofer (2016) highlight the urgent need for comprehensive AI 
training programs that address educators' knowledge gaps and equip them with the 
necessary skills for effective AI integration in subject-area teaching. 
 
Research Objectives and Questions 
This study aims to explore the acceptance of AI in science education by examining the factors 
influencing science teachers' intention to use AI-based tools in their teaching practices. 
Grounded in the TAM, this systematic literature review seeks to provide a comprehensive 
understanding of the determinants that facilitate or hinder AI adoption in science classrooms. 
The findings from this study will offer valuable insights for educators, policymakers, and 
researchers in developing effective strategies for AI integration in science education. 
 
Research Objectives 
The specific objectives of this study are as follows: 
1. To analyze the extent to which science teachers accept and use AI-based tools in science 

education. 
2. To identify the key factors that influence science teachers’ intention to adopt AI in 

teaching. 
3. To examine the challenges and barriers that hinder the effective implementation of AI in 

science education. 
 

Research Questions 
To achieve these objectives, the following research questions will guide this study: 
1. What is the current level of AI acceptance and adoption among science teachers in science 

education? 
2. What are the key factors that influence science teachers' intention to use AI-based tools 
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in teaching? 
3. What challenges do science teachers face in integrating AI into their teaching practices? 

 
Methodology  
This section details the process used to retrieve articles related to science teachers’ 
acceptance of AI in science education. The systematic review process was guided by the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) framework 
(Page et al. 2021). Articles were identified through a comprehensive search across several 
databases, including Scopus and Web of Science (WoS). Following the initial identification, 
the review process continued with rigorous screening based on titles and abstracts, followed 
by an assessment of full-text eligibility and subsequent exclusion of studies that did not meet 
the predefined criteria. This multi-phase procedure ensured that only the most relevant and 
high-quality articles were included for further analysis, ultimately facilitating the synthesis of 
key determinants, theoretical frameworks, and empirical findings on science teachers’ 
intentions to use AI-based tools in their instructional practices. 
 
The Review Protocol (PRISMA) 
PRISMA is a standardized guideline initially published in 2009 to enhance the transparency 
and accuracy of systematic reviews. It provides a structured approach for reporting why a 
review was conducted, how it was performed, and what was found. However, advancements 
in systematic review methodologies and terminology led to the release of PRISMA 2020, 
which introduces improved reporting guidance, a 27-item checklist, and revised flow 
diagrams to ensure that systematic reviews are comprehensive, replicable, and applicable 
across various research domains (Page et al. 2021). PRISMA plays a critical role in systematic 
reviews by enabling researchers to synthesize existing knowledge, identify research gaps, and 
establish future research priorities. It helps address questions that individual studies may not 
fully answer, highlights methodological inconsistencies in primary research, and contributes 
to the development and evaluation of theories within a given field. By promoting structured 
and transparent reporting, PRISMA enhances the credibility, reliability, and usability of 
systematic reviews for researchers, educators, and policymakers. 
 
Resources 
To ensure a comprehensive and high-quality selection of relevant literature, this study utilizes 
two well-established academic databases: WoS and Scopus. These databases are widely 
recognized for their extensive coverage of peer-reviewed research across various disciplines, 
including education and technology. WoS, managed by Clarivate, is a comprehensive and 
authoritative research database that serves as the world’s leading citation index. Its Core 
Collection includes records from high-impact journals, open-access publications, conference 
proceedings, and scholarly books. WoS provides robust citation tracking and analytical tools, 
making it valuable for identifying influential studies and understanding research trends. 
 
 Scopus, managed by Elsevier, is another leading abstract and citation database that 
covers a broad spectrum of scientific and academic literature. It includes peer-reviewed 
journals, conference papers, and book chapters from diverse subject areas. Scopus is 
particularly known for its extensive coverage of international research and strong citation 
analysis capabilities. By utilizing both WoS and Scopus, this study ensures a rigorous and 
unbiased selection of high-quality, peer-reviewed research on AI acceptance in science 
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education. Their combined use enhances the reliability, credibility, and comprehensiveness 
of the literature synthesis, ensuring relevance to the study’s focus. 
 
Systematic Searching Strategies 
The systematic searching strategy consists of three main stages: identification, screening, and 
eligibility (Figure 1). 

 
Figure 1. Flow diagram of the study. 
 
Identification 
The identification phase involves a systematic process of finding related terms, synonyms, 
and variations for the main keywords of this study, namely AI, science education, and 
technology acceptance among science teachers. The purpose of this stage is to enhance the 
search strategy and maximize the retrieval of relevant articles for the systematic literature 
review. 
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 The search process relied on previously established keywords, online thesaurus tools, 
and database-suggested terms from Scopus and WoS. Boolean operators such as AND, OR, 
and parentheses were strategically used to refine the search results and reduce irrelevant 
records. Additionally, phrase searching and truncation techniques were applied to improve 
precision and recall in retrieving relevant studies. 
 
 To ensure a comprehensive and optimized search strategy, the search queries were 
structured in a single-line format to allow immediate evaluation of retrieved references and 
efficient optimization. Furthermore, predefined proximity structures in database queries 
helped enhance retrieval accuracy (Bramer et al., 2018). The final search strings used for both 
Scopus and WoS are shown in Table 1. 
 
Table 1 
The search string used for the systematic review process. 

Database Keywords Used 

Scopus TITLE-ABS-KEY((“artificial intelligence” OR “AI”) AND (“science education” OR 
“teaching science” OR “STEM education”) AND (“acceptance” OR “technology 
acceptance” OR “TAM” OR “intention to use” OR “adoption”) AND (“science 
teachers” OR “teacher perception” OR “teacher attitude” OR “self-efficacy”)) 

Web of Science 
(WoS) 

TOPIC: ("artificial intelligence" OR "AI") AND ("science education" OR "STEM 
education") AND ("teacher acceptance" OR "technology adoption" OR 
"intention to use" OR "self-efficacy") 

 
Screening 
The screening phase involved filtering a vast collection of citations from research databases 
to identify studies for full-text screening and eventual inclusion in the review (Polanin et al., 
2019). First, four duplicate records from Scopus and WoS were removed using Zotero, an 
automated reference management tool for deduplication. After this, 936 records were 
screened, with 905 excluded for being books, book sections, systematic review articles, 
conference abstracts, or studies unrelated to education. Among the 31 studies sought for 
retrieval, five were inaccessible, leaving 26 for eligibility assessment. Since all retrieved 
articles were originally in English, the risk of misinterpretation was minimized. To ensure 
relevance, only articles published between 2021 and 2025 were considered, as AI adoption in 
education has gained significant momentum during this period (Table 2).  
 
Table 2 
Inclusion and exclusion criteria 

Criterion Eligibility Exclusion 

Timeline Between 2021 to 2025 <2021 
Literature type 

Empirical studies, full conference 
papers 

Systematic reviews, books, book 
sections, conference abstracts/ 

proceedings 
Language English Non-English 

Scope Related to the acceptance of AI in 
science education from the 

perspective of science teachers.  

Not related to the acceptance of AI 
in science education from the 

perspective of science teachers. 
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Eligibility 
The final eligibility stage began with 26 remaining articles. This stage was critical, as the titles, 
abstracts, and main content of all articles were thoroughly examined to ensure they met the 
inclusion criteria (Table 2) and were suitable for this study in addressing the research 
objectives. To further refine the scope, only studies that specifically focused on the 
acceptance of AI in science education from the perspective of science teachers were 
considered. Additionally, studies employing TAM or similar theoretical frameworks were 
prioritized, but studies without an explicit theoretical model were included if they provided 
valuable empirical insights into AI acceptance among science teachers. During this process, 
three studies were excluded for lacking a theoretical model or empirical insights, three studies 
were removed for not examining factors influencing teachers' AI adoption, five studies 
focused on general AI in education rather than science teachers’ adoption, and three studies 
emphasized AI tools and student engagement instead of teacher adoption. Studies without 
TAM or similar models were critically assessed for empirical contributions before inclusion or 
exclusion. Ultimately, 14 studies were excluded, leaving 12 relevant studies for the final 
review. 
 
Exclusion Criteria 
Only articles that strictly met the inclusion criteria were retained for the final review. Studies 
were excluded based on several factors, including systematic review articles, books, book 
sections, conference abstracts or proceedings, non-English publications, and studies 
published before 2021. Additionally, articles that did not focus on AI acceptance in science 
education from the perspective of science teachers were excluded. While studies using TAM 
or similar theoretical frameworks were prioritized, those without an explicit theoretical 
model were excluded only if they lacked valuable empirical insights into AI acceptance among 
science teachers. These criteria ensured the selection of high-quality and relevant data 
aligned with the research objectives. Figure 1 illustrates the procedure followed in this study. 
 
Results 
General Findings and Background of the Articles 
A total of 12 selected articles were reviewed and categorized into three themes based on the 
research models used: TAM, TPB, and other models. This classification provides a structured 
understanding of the theoretical foundations guiding AI adoption in science education. 
Additionally, the background of the selected articles was analyzed based on the publication 
years and countries in which they were conducted. 
 
Articles Reviewed Based on Year 
Table 3 illustrates the distribution of selected articles from 2021 to 2025, highlighting the 
research trend on AI adoption in science education. Although this review focused on studies 
from the last five years, no publications were found for 2021 and 2022. Research in this area 
began to gain traction in 2023, with two studies published. This was followed by a significant 
surge in 2024, with nine studies, marking the peak of AI adoption research among science 
teachers. In contrast, 2025 has only one publication so far, which may be due to the fact that 
the year has just begun. This trend suggests a growing research interest, particularly in 2024, 
with the possibility of further publications emerging in 2025. 
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Table 3 
Article reviewed based on publication years 

Author(s)  2021 2022 2023 2024 2025 

Nja et al.   ✓   

Al Darayseh   ✓   

Alshorman    ✓  

Ayanwale, Adelana & Odufuwa    ✓  

Ramnarain et al.    ✓  

Mnguni et al. (Study B)    ✓  

Mnguni    ✓  

Adelana, Ayanwale & Sanusi    ✓  

Shi, Ding & Choi    ✓  

Beege, Hug & Nerb    ✓  

Mnguni et al. (Study A)    ✓  

Awofala et al.      ✓ 

Total 0 0 2 9 1 

 
Distribution of Articles Based on Countries 
Table 4 presents the distribution of reviewed articles based on the countries where the 
studies were conducted. Nigeria leads with four studies, indicating significant research efforts 
in AI adoption in science education. South Africa follows closely, contributing two individual 
studies and collaborating on two additional studies with Thailand and Indonesia, bringing its 
total involvement to four studies. Other countries, including the United Arab Emirates, Jordan, 
the United States, and Germany, have each contributed one study. The distribution of studies 
highlights a growing global interest in AI integration in science education. However, the 
absence of studies from Malaysia suggests a gap in research that needs to be addressed. As 
AI continues to revolutionize teaching and learning, Malaysia must proactively engage in AI 
research and integration within its education system to remain competitive on the global 
stage. 
 
Table 4 
Article reviewed based on countries 

Countries 2021 2022 2023 2024 2025 Total 

Nigeria 0 0 1 2 1 4 
United Arab Emirates 
(UAE) 

0 0 1 0 0 1 

Jordan 0 0 0 1 0 1 
South Africa 0 0 0 2 0 2 
South Africa and Thailand 0 0 0 1 0 1 
South Africa and 
Indonesia 

0 0 0 1 0 1 

United States 0 0 0 1 0 1 
Germany 0 0 0 1 0 1 

 
Main Finding 
The review process in this study involved synthesizing findings related to three distinct 
research questions, each of which is presented separately in the following sections. 
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RQ1: What is the current level of AI acceptance and adoption among science teachers in 
science education? 
The current level of AI acceptance and adoption among science teachers presents a complex 
and varied landscape. While there is a general recognition of AI's potential in education, the 
actual levels of readiness, acceptance, and adoption vary considerably, and widespread 
implementation is still emerging. Several studies indicate that science teachers exhibit varying 
degrees of readiness and acceptance toward AI. Alshorman (2024) highlights this complexity, 
noting that while teachers express a general optimism about AI's potential, significant 
challenges, such as limited resource access and insufficient PD, impede their readiness for AI 
adoption. This suggests that positive attitudes alone do not automatically lead to practical 
readiness. Similarly, Mnguni (2024) reveals mixed attitudes among pre-service life sciences 
teachers, where optimism about AI's potential coexists with reservations concerning its 
efficacy and impact on learner engagement. These concerns contribute to moderate to low 
behavioral intentions to integrate AI into life sciences teaching. Despite these challenges, 
some studies report a more positive inclination toward AI. For instance, Al Darayseh (2023) 
found a high acceptability of AI use in the classroom by science teachers, with positive 
correlations observed between acceptability and factors like SE, ease of use, expected 
benefits, attitudes, and behavioral intentions. Nja et al. (2023) also indicated a high approval 
for AI utilization among science teachers. Mnguni et al. (2024b) further support this trend, 
showing that South African and Thai pre-service teachers displayed generally favorable 
attitudes and behavioral intentions toward AI integration in teaching. However, it's crucial to 
distinguish between intention and actual adoption. Ramnarain et al. (2024) and Mnguni et al. 
(2024b), both focusing on pre-service teachers, primarily explore factors influencing the 
intention to use AI based on TPB. This emphasis on pre-service teachers suggests a growing 
focus on preparing future educators for AI integration. 
 
 Meanwhile, Adelana, Ayanwale, and Sanusi (2024) present a contrasting perspective, 
showing that even when pre-service teachers recognize AI’s usefulness, this perception alone 
does not guarantee adoption. Instead, factors such as facilitating conditions, knowledge, and 
pedagogical orientation play a significant role in determining whether teachers will ultimately 
integrate AI into their teaching practices. Beege, Hug, and Nerb (2024) support this notion by 
observing that ChatGPT is currently hardly used in the classrooms of the investigated teachers, 
despite high expectations for its future use. Moreover, the reviewed studies emphasize that 
acceptance and adoption are not uniform and are shaped by contextual factors. For example, 
Mnguni et al. (2024a) illustrate this through a comparative study, revealing that despite 
geographical and infrastructural disparities between Indonesia and South Africa, both groups 
of pre-service teachers share a positive outlook on AI integration in biology education. This 
suggests that global exposure to digital technology can foster a common understanding of 
AI’s educational benefits, even across different contexts. 
 
 Furthermore, several studies suggest that AI integration in science classrooms is still 
in its early stages. Shi, Ding and Choi (2024), through a case study, provides valuable insights 
into the practical realities of AI integration, examining teachers' use of a specific AI-enabled 
system and their perceptions during implementation. This type of research is crucial for 
understanding the complexities of actual adoption beyond mere acceptance or intention. 
Additionally, Awofala et al. (2024) highlight the influence of pedagogical beliefs on AI 
adoption. Their findings suggest that science, technology, and mathematics (STM) teachers 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN PROGRESSIVE EDUCATION AND DEVELOPMENT  
Vol. 1 4 , No. 3, 2025, E-ISSN: 2226-6348 © 2025 

1485 

with constructivist beliefs are more likely to integrate AI tools into their teaching compared 
to those with traditional beliefs. This underscores the role of pedagogical philosophy in 
shaping AI adoption. 
 
RQ2: What are the key factors that influence science teachers' intention to use AI-based 
tools in teaching? 
 
Science teachers' intention to adopt AI-based tools is shaped by multiple interrelated factors, 
including technological perceptions, psychological attributes, social influences, and 
pedagogical considerations. Studies on AI adoption in science education have predominantly 
utilized established theoretical frameworks such as the TAM, the TPB and the TPACK to 
analyse these influences. As summarized in Table 5, TAM remains the most widely applied 
model, particularly in studies conducted in Nigeria, Jordan, and the UAE. Within the TAM 
framework, PU and PEOU consistently emerge as key determinants of science teachers’ AI 
adoption. For instance, Nja et al. (2023) found that ease of usage was the strongest predictor 
of behavioral intention to utilize AI, while Al Darayseh (2023) reported that perceived benefits 
and ease of use, alongside attitude, could predict 71.4% of future behavioral changes related 
to AI adoption. These findings reinforce that science teachers are more likely to embrace AI if 
they perceive it as both beneficial and easy to use. 
 
 Beyond technological perceptions, psychological factors such as self-efficacy and trust 
also shape science teachers’ AI adoption. Studies by Al Darayseh (2023) and Alshorman (2024) 
highlight a positive correlation between self-efficacy and teachers' perceptions and intentions 
to use AI, with Alshorman (2024) further emphasizing that teachers with greater confidence 
in using AI tools are more likely to integrate them into their teaching. However, concerns over 
data privacy, security, and inadequate PD may hinder adoption. Additionally, Ayanwale et al. 
(2024) underscored the significance of trust in AI-based educational technologies for 
successful AI integration. Their study found that anxiety, preferred methods to enhance trust, 
and perceived benefits significantly influenced teachers’ trust, while the lack of human 
characteristics in AI did not impact trust levels among STEAM teachers. These findings suggest 
that strengthening teachers’ confidence and trust in AI while addressing potential concerns is 
essential to facilitating its effective adoption in science education.  
 
 Social influences, particularly subjective norms, play a crucial role in shaping science 
teachers' AI adoption. Within the TPB framework, subjective norms reflect the influence of 
peers, colleagues, and the broader educational community on teachers’ adoption decisions. 
Ramnarain et al. (2024) demonstrated that subjective norms, along with AI literacy, attitude, 
perceived behavioral control, and perceived usefulness, significantly impact pre-service 
science teachers’ intention to use AI. Similarly, Adelana, Ayanwale, and Sanusi (2024) and 
Mnguni et al. (2024b) found that pre-service biology and science teachers often adopt AI in 
response to professional expectations and collaborative learning environments. Cross-
cultural comparisons further highlight the role of social norms, with Thai pre-service teachers 
exhibiting stronger normative beliefs and greater confidence in AI integration than their South 
African counterparts. This contrast suggests that institutional and cultural contexts shape how 
teachers perceive and respond to social influences in AI adoption (Mnguni et al., 2024b). 
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 Finally, pedagogical considerations also intersect with technology adoption, as 
teachers' instructional beliefs and technological knowledge (TK) influence their willingness to 
integrate AI into teaching. Awofala et al. (2025) found that teachers with constructivist 
pedagogical orientations, who emphasize active learning and student-centered instruction, 
are more likely to integrate AI tools compared to those with traditional teaching beliefs. The 
TPACK framework further highlights the importance of TK and pedagogical knowledge (PK) in 
AI integration. Mnguni et al. (2024a) reported that Indonesian biology pre-service teachers 
demonstrated higher levels of TK and Technological Pedagogical Knowledge (TPK) than their 
South African counterparts, suggesting that stronger technological proficiency may facilitate 
AI adoption. While both groups had a positive outlook on AI integration, Indonesian 
participants perceived greater benefits, particularly in using AI to support peer collaboration. 
These findings underscore the need for tailored teacher training programs and equitable 
access to technological resources to enhance AI adoption in diverse educational contexts. 
 
 Despite positive attitudes and intentions, actual AI adoption remains limited, with 
many teachers perceiving AI as a supporting tool rather than an integral pedagogical partner 
(Shi, Ding & Choi, 2024). Moreover, while STEM teachers recognize AI’s benefits, concerns 
over risks and practical implementation challenges contribute to low adoption rates (Beege, 
Hug & Nerb, 2024). These findings suggest that beyond addressing technical barriers, targeted 
PD programs and institutional policies are necessary to bridge the gap between intention and 
actual AI integration in classrooms. 
 
Table 5 
Summary of Reviewed Articles by Research Model 

Author and Year Study 
Design 

TAM TPB Other Models 

Nja et al., 2023 QN ✓   

Al Darayseh, 2023 QN ✓   

Alshorman, 2024 QN ✓   

Ayanwale, Adelana & Odufuwa, 2024 QN ✓   

Ramnarain et al., 2024 MM  ✓  

Mnguni et al., 2024b  QN  ✓  

Mnguni, 2024 QL  ✓  

Adelana, Ayanwale & Sanusi, 2024 QN  ✓  

Shi, Ding & Choi, 2024 QL   Not Specified 
Beege, Hug & Nerb, 2024 QN   Path Model 
Mnguni et al., 2024a QN   TPACK 

Awofala et al., 2025  QN ✓   
1 QL = Qualitative, 2 MM = Mixed Method, 3 QN = Quantitative 

 
RQ3: What challenges do science teachers face in integrating AI into their teaching 
practices? 
The reviewed literature highlights several challenges that science teachers face when 
integrating AI into their teaching practices. One significant barrier is the lack of adequate 
training and PD opportunities tailored to AI integration. For instance, Alshorman (2024) found 
that although Jordanian science teachers were motivated to learn about AI, they expressed 
dissatisfaction with the training programs available to them. This indicates a need for 
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structured and targeted PD to bridge the gap between teachers’ interest and their 
preparedness for AI adoption. Similarly, Mnguni et al. (2024a) emphasized that South African 
pre-service teachers struggled with limited exposure to AI due to inadequate training, 
particularly in rural areas, leading to disparities in TPACK compared to their Indonesian 
counterparts who benefited from comprehensive AI-focused training. 
 
 Technological and infrastructural challenges also play a significant role in hindering AI 
adoption. Mnguni et al. (2024b) observed that while Thailand's advanced digital 
infrastructure supports broader AI adoption, South Africa faces substantial limitations that 
hinder its implementation. Mnguni (2024) further highlighted that pre-service life sciences 
teachers in rural South Africa struggle with unreliable internet access, limited hardware, and 
frequent electricity shortages, making AI integration impractical. These infrastructural 
deficiencies exacerbate the digital divide, restricting equitable access to AI tools and limiting 
their effective use in science classrooms. 
 
 Additionally, pedagogical concerns further complicate the integration of AI. Research 
by Shi, Ding, and Choi (2024) found that AI-based systems like Inq-ITS were less effective for 
students with low English proficiency, as they struggled with text-based feedback. This forced 
science teachers to spend extra time providing support, making AI integration more 
demanding. Moreover, pre-service science teachers in South Africa expressed concerns about 
AI's efficacy, its impact on student engagement, and its alignment with existing teaching styles 
(Mnguni, 2024). Beege, Hug, and Nerb (2024) also noted that the lack of clear administrative 
recommendations and integration into the curriculum left many educators uncertain about 
how to best implement AI in their classrooms, emphasizing the need for more structured 
pedagogical frameworks. 
 
 Finally, ethical considerations present additional hurdles. Alshorman (2024) reported 
that data privacy and security issues are major concerns among educators, emphasizing their 
awareness of data management risks and the ethical aspects of educational technology. This 
highlights the need for robust data protection measures and policies on the ethical use of AI 
tools in education. In addition, Awofala (2024) noted that traditional educational beliefs 
contribute to skepticism, with some educators viewing AI as a threat to conventional teaching 
methods and even fearing that it may replace teachers’ roles. Such concerns raise ethical 
questions about the potential dehumanization of the classroom and the erosion of teacher-
student relationships. These challenges underscore the need for comprehensive strategies 
that address training gaps, infrastructure limitations, pedagogical concerns, and ethical 
considerations to ensure the successful and responsible integration of AI in science education. 
 
Discussions 
This systematic literature review aimed to explore the acceptance of AI in science education 
by examining the factors influencing science teachers' intention to use AI-based tools and the 
challenges they face in integrating AI into their teaching practices. The findings provide 
valuable insights into the current state of AI adoption, the key determinants of teachers' 
intentions, and the obstacles hindering effective implementation. The review highlights a 
complex and evolving landscape regarding AI acceptance and adoption in science education. 
While there is a general consensus that AI holds significant potential to enhance teaching and 
learning, the actual level of adoption remains varied (Alshorman, 2024). This disparity is 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN PROGRESSIVE EDUCATION AND DEVELOPMENT  
Vol. 1 4 , No. 3, 2025, E-ISSN: 2226-6348 © 2025 

1488 

consistent with previous research that highlights the gap between positive perceptions of AI 
and its actual integration into classroom practices (Galindo-Domínguez et al., 2023; Woodruff, 
Hutson & Arnone, 2023). Other factors, such as targeted support, access to resources, ethical 
guidelines, and PD, play crucial roles in ensuring successful integration (Filiz, Kaya, & Adiguzel, 
2025; Hazzan-Bishara, Kol, & Levy, 2025). 
 
 The focus on pre-service teachers in several studies included in this review signals a 
proactive approach to preparing future educators for an AI-enhanced educational 
environment. This emphasis aligns with the increasing calls for teacher education programs 
to incorporate technology integration skills, including AI literacy, to ensure that new teachers 
are equipped to leverage these tools effectively (Bekdemir, 2024; Kohnke et al. 2025; Rütti-
Joy, Winder & Biedermann, 2023).The comparative studies included in this review further 
underscore the importance of contextual factors in shaping AI adoption in science education. 
For instance, Mnguni et al. (2024a) and Mnguni et al. (2024b) found differences in pre-service 
teachers' TPACK and normative beliefs between South Africa, Indonesia and Thailand, 
highlighting the need for culturally and educationally sensitive approaches to AI integration. 
Overall, the findings suggest that AI integration in science education is an evolving field, with 
acceptance and adoption influenced by a complex interplay of individual, contextual, and 
technological factors. 
 
 A central focus of the reviewed literature is identifying the key factors that influence 
science teachers' intention to use AI-based tools. The TAM and the TPB have been frequently 
employed as theoretical frameworks, providing valuable insights into the determinants of AI 
adoption. PU and PEOU consistently emerge as significant predictors of teachers' intention to 
use AI (Al Darayseh, 2023; Awofala et al., 2024; Nja et al., 2023). Teachers are more likely to 
adopt AI tools if they believe these tools will enhance their teaching effectiveness, improve 
student learning outcomes, and streamline their administrative tasks (Gârdan et al., 2025; 
Zhang et al. 2023). However, the perceived complexity of AI tools and the effort required to 
learn and use them can hinder adoption (Molefi et al., 2024).  
 
 SE, or teachers' confidence in their ability to use AI tools, is another critical factor. 
Research consistently demonstrates a strong positive association between higher SE and a 
greater intention to use AI in teaching science (Al Darayseh, 2023; Alshorman, 2024). 
Herzallah and Makaldy (2025) further emphasize this relationship, identifying teacher SE as a 
pivotal psychological mechanism that bridges the gap between theoretical acceptance of AI 
and its practical implementation in the classroom. This aligns with social cognitive theory 
(Bandura, 1977), which posits that self-belief is a fundamental driver of behavior. Therefore, 
targeted efforts to enhance teachers' SE through comprehensive training and continuous 
support are essential for successfully integrating AI into science education. 
 
 In addition to the core constructs of TAM and TPB, this review identifies other 
significant factors influencing AI adoption among science teachers. Ayanwale et al. (2024) 
highlighted the importance of trust in AI-based technologies, noting that factors like anxiety, 
preferred methods to increase trust, and perceived benefits significantly influence teachers’ 
trust. Subjective norms, or the social influence of colleagues and institutions, also shape 
teachers' intentions. Ramnarain et al. (2024) found that subjective norms, along with AI 
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literacy, attitude, perceived behavioral control, and perceived usefulness, significantly impact 
pre-service science teachers’ intention to use AI.  
 
 The TPACK framework also plays a crucial role in AI integration, as effective use of AI 
requires teachers to be proficient with the tools and understand how they enhance 
pedagogical practices. Mnguni et al. (2024a) found that Indonesian pre-service teachers had 
higher levels of TK and TPK than their South African counterparts, highlighting disparities in 
AI-related competencies. Such differences underscore the need for targeted PD to ensure 
equitable AI adoption. Sun et al. (2023) demonstrated that a TPACK-based professional 
development program significantly improved in-service computer science teachers' AI 
knowledge, teaching skills, and self-efficacy. This reinforces the importance of equipping 
teachers with both technological and pedagogical competencies to facilitate meaningful AI 
integration. In summary, AI adoption is shaped by a complex interplay of technological, 
psychological, social, and pedagogical factors, all of which must be considered when designing 
interventions to support science educators. 
 
 The reviewed literature also highlights several challenges faced by science teachers in 
integrating AI into their teaching practices, which can hinder effective adoption. A recurring 
issue is the lack of adequate resources and training (Alshorman, 2024). Many teachers report 
limited access to AI tools, insufficient PD opportunities, and a lack of ongoing support, leading 
to low self-efficacy and anxiety regarding AI use. This underscores the importance of 
institutional support in AI integration. Molefi (2024) emphasizes that teachers with proper 
training and guidance are more confident and likely to adopt AI, while inadequate support 
can discourage its use. Thus, overcoming these challenges through access to AI tools, PD 
programs, and continuous support is crucial for successful AI adoption in science education. 
Moreover, concerns about data privacy and security also pose significant challenges 
(Alshorman, 2024). Teachers have expressed concerns about the ethical implications of AI 
usage, emphasizing the need for clear ethical policies and guidelines to ensure its responsible 
and effective use in education (Funa & Gabay, 2025). 
 
  Practical limitations and pedagogical challenges further complicate AI integration. Shi, 
Ding and Choi (2024) found that AI-based systems were less effective for students with low 
English proficiency, increasing demands on teachers' time. Mnguni (2024) noted that pre-
service science teachers in South Africa expressed concerns about AI's efficacy, its impact on 
student engagement, and its alignment with existing teaching styles. These findings highlight 
the need for careful consideration of the diverse needs of students and the potential impact 
of AI on teaching practices. As a whole, the challenges of AI integration into science education 
include training gaps, resource limitations, pedagogical adaptations, and ethical 
considerations. Overcoming these challenges will require concerted efforts from educators, 
policymakers, and technology developers to provide adequate support, address ethical 
concerns, and foster a positive environment for AI integration. 
 
Limitations 
This systematic literature review, while providing a comprehensive analysis of AI acceptance 
among science teachers, is subject to certain limitations. Firstly, the selection of research 
papers in this review was inherently influenced by the search terms and strategies employed. 
While a rigorous and thorough search was intended, it is acknowledged that alternative 
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search terms might have identified additional relevant articles for inclusion. Secondly, the 
search strategy was limited to the Scopus and WoS databases, which may have resulted in 
the exclusion of relevant studies indexed in other databases or repositories. Thirdly, the 
geographical distribution of the included studies was uneven, with a significant number of 
studies originating from Nigeria and South Africa, which may limit the generalizability of the 
findings to other cultural and educational contexts. Finally, the review relied on the authors’ 
interpretation of the included studies, introducing a potential for subjective bias in the 
synthesis of findings.  
 
Conclusion 
This systematic review explored the acceptance of AI in science education, analyzing the 
factors influencing science teachers' intention to use AI-based tools and the challenges they 
encounter. The review highlights an evolving landscape where AI's potential to enhance 
science education is recognized, but actual adoption is complex and uneven. The analysis 
indicates that while science teachers' intention to use AI is driven by factors like perceived 
usefulness, ease of use, self-efficacy, and social influence, successful integration is impeded 
by challenges related to training, technology, pedagogy, and ethical concerns. A strategic and 
comprehensive approach that prioritizes targeted training, infrastructural support, 
pedagogical guidance, and ethical safeguards is essential to effectively harness the 
transformative potential of AI in science education. 
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